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1. Introduction

The application of phased microphone arrays has become increasingly popular in the context of acoustic testing for
aeroacoustic and other applications. The phased array is used as a directional sound receiver by applying beamforming
signal processing algorithms to the microphone output signals. Many applications of acoustic array measurements aim at
the localization of sound sources, either on machinery and vehicles or on laboratory set-ups in the wind tunnel.
Nevertheless, in many situations the estimation of reliable quantitative information about the sources is important as well.
A number of different approaches are applied to calculate absolute source levels from microphone array measurements in
acoustic testing.

The usual processing of array microphone output signals using conventional beamforming results in a map of sound
pressure contributions. In this map, the image of a point source is a spot at the source location with dimensions that
depend mainly on the wavelength of the sound and the array aperture (array dimension). This spot, corresponding to the
main lobe of the array directivity, is accompanied by a number of side lobes lower in level. While localization of sound
sources is still possible in many cases, these imperfections prevent the straightforward estimation of source strengths or
source powers, especially if several sources are present and/or the sources are not compact, but consist of spatially
extended source domains.
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One popular approach that was successfully applied is an integration technique. Integration is performed over a source
region of interest in the map. But, with the use of conventional beamforming techniques the beamforming map shows the
source strength convolved with an array-dependent point spread function. This can be taken into account by integrating
over a weighted beamforming map [1]. Each point in that map is weighted by an individual factor that accounts for the
integrated point spread function in that point. A number of computationally less expensive approaches approximate that
factor by a representative factor that does not depend on the location in the beamforming map [1-5]. Even with rigorous
consideration of the point spread function, results from the integration may be influenced by contributions from outside
the integration area. All integration approaches require the prior estimation of a full beamforming map.

Another class of methods uses inverse approaches for the estimation of quantitative source spectra. The spectral
estimation method [6] is a parametric method. The difference between the actual cross spectral matrix of microphone
signals and a theoretical cross spectral matrix is minimized. The theoretical matrix is simulated on the basis of
contributions from previously defined source areas. Thus, the minimum is achieved by iteratively adjusting the source
strengths. The results are quantitative source spectra, but are not unique and depend strongly on the chosen distribution of
source areas. The source directivity modeling in cross spectral matrix (SODIX) [7] approach is an extension of the spectral
estimation method that incorporates the directivity of the sources and was successfully applied to the noise source
analysis of an aeroengine.

The deconvolution approach for the mapping of acoustic sources (DAMAS) [8] is also an inverse approach. It aims at the
estimation of a “true” map of source strengths of uncorrelated sources. An extension (DAMAS-C) [9] of the method deals
also with spatial coherence of the sources. In DAMAS, the problem is represented by a huge system of equations with as
many unknowns as points in the map grid. A result can be obtained by iterative solution, but requires a large number of
iterations. Other deconvolution methods [10,11] are available that make use of an approximate shift-invariant point spread
function and require less computational effort. Another option for faster processing is to make use of the sparsity of the
problem [12].

The CLEAN algorithm originally introduced in radio astronomy basically removes the side lobes from the beamforming
map and thus makes it less ambiguous. It has been used for aeroacoustic measurements [13]. Improved variants of this
algorithm, namely WB-CLEAN [14] and CLEAN-SC [15], were also applied in the context of acoustic testing.

To alleviate some of the limitations of conventional beamforming, a number of improved algorithms have been
developed, mainly in the context of astro- and geophysical, radar, sonar and telecommunications applications [16,17].
Some of these methods, for example the ESPRIT [18] method, require special array geometries such as the uniform linear
array and may therefore not be applied for arbitrary array geometries as used in acoustic testing. Other approaches, e.g. the
minimum variance beamformer or subspace techniques, are readily applicable.

The Capon [19] or minimum variance beamformer provides a better spatial resolution than the conventional
beamformer. In contrast to the latter, its actual characteristics depend on the input data and it is therefore often termed
adaptive beamformer. Improved variants [20] of this beamformer were used in aeroacoustic measurements [21,22] and
acoustic imaging [23]. However, the performance of these algorithms regarding estimation of absolute levels depends on
the number of sources present and on the signal-to-noise ratio.

Subspace based beamforming methods rest on the general idea of separating signal and noise components. This is done
using a decomposition of either the estimated covariance matrix or the cross spectral matrix of the sensor signals into a
superposition of lower-rank matrices representing these components. The most prominent of these approaches is the
multiple signal classification (MUSIC) algorithm [24]. In MUSIC, an eigenvalue decomposition of the cross spectral matrix
separates signal and noise eigenvectors and the estimation of source position or direction of arrival is solely computed
from the noise eigenvectors. Thus, amplitude information is lost entirely during the processing and no estimation of
absolute source levels is possible. However, improved source localization is possible and the method was successfully
applied in the context of aeroacoustic tests in a trans-sonic wind tunnel [22].

Other approaches for source localization consider the signal subspace [25,26] as well. A special variant of adaptive
beamforming that bases on a cross spectral matrix reconstructed from primary signal eigenvectors was applied to
multipole source localization in the case of jet noise [27]. Recently, Suzuki [28] proposed an iterative method that uses the
eigenvectors from signal subspace and estimates the assigned spatial distribution of multipoles by solving an inverse
problem.

In the present paper, a different method is proposed that bases on the eigenvalue decomposition of the cross spectral
matrix and works in the signal subspace. It aims at the computationally efficient estimation of source strength and
location. The rationale behind its development was the need for a method that allows the fast processing of data from a
large number (some thousand) of single measurements. The basic idea of the method is that the individual eigenvalues
and eigenvectors of the signal subspace are linked to sources or source mechanisms. Beamforming applied to data
resynthesized from those eigenvectors reveals the location of such sources while the eigenvalues contain the information
on the source strength.

The remainder of the paper is organized as follows: First, the theory behind the proposed method is explained. A simple
model of the sound field is introduced as a basis for further mathematical development. Then, the conventional
beamformer is put into the context of that model and the DAMAS approach is briefly introduced. Next, the eigenvalue
decomposition of the cross spectral matrix is analyzed and an approximation for the source strength on the basis of this
decomposition is introduced. Error bounds for this approximation are derived and the procedure of sound source
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localization using a modified beamformer is explained. Afterwards, the setup of two dedicated experiments for the test of
the proposed method is presented. Then, the possible error of the results is examined using a Monte-Carlo approach and
the results from the experiments are presented and compared to DAMAS results. Finally, the computational requirements
are discussed and the advantages and limitations of the proposed method are highlighted.

2. Theory
2.1. Sound field model

An array of N microphones is used for analysis. In the presence of a single sound source, the complex-valued sound
pressure p at the i-th microphone at x; is

P(X;) = a(X;, Xo, Xs)q(Xs), (M

where ¢ is the sound pressure at an arbitrary reference location X, due to that source. For convenience, this reference
location may be chosen to be the center of the array. The transfer function a depends on the type of the source, its location
Xs and the environmental conditions. In case of a point source, the transfer function is given by the appropriate Green'’s
function G:

G(xi 5 Xs)
G(Xo,Xs)

aXi, Xo, Xs) = (2)
This Green’s function can be estimated for a number of scenarios, including flow and shear layers [29]. In the absence of
any flow and reflecting boundaries, the result for a free sound field is

T, .
a(x;, X0, Xs) = e T, 3)
1

with 1= |Xs — X;| and rg = |Xs — Xg| indicating the distance between the source and the microphone location and the
distance between the source and the reference location, respectively. The vector of sound pressures at the microphones
due to a source at X, is given by p = a(Xg, Xs)q(Xs). The transfer vector a(xg,X;s) contains all respective transfer functions.

Any realistic sound field is composed of contributions from several sources. Therefore, it can be modeled as a
superposition of sound fields due to several sound sources and source mechanisms. The sound pressure at any microphone
is then also a superposition of contributions from several sound sources. In practice, additional noise will be present. This
noise is mostly not of acoustic origin but comes from non-acoustic pressure fluctuations due to flow and from the
microphone electronics and data acquisition. It is unrelated to any of the sound sources and is represented by the elements
of n. For M sources, the sound pressures at the microphones are thus given by

p=Aq+n, (4)

where the N-by-M matrix A contains the transfer functions as its elements. The columns of this matrix are the transfer
vectors a; that belong to the sources. The signal g; of any sound source is assumed to be uncorrelated to any noise signal n;.
Thus, the cross spectrum E{g;n;} is zero and the matrix of cross spectrum elements of the microphone signals is given by

E{pp"} = AE(qq"}A" +E{nn"}, (5)

where E{} denotes the expectation operator and the superscript H indicates the conjugate transpose. Under the assumption
that all noise signals are of equal amplitude n and are mutually uncorrelated, this simplifies to

G=ASA" 1 n?l, (6)

with G and S denoting the cross spectral matrices of the microphone signals and of the source signals, respectively, and
I denoting the identity matrix. Eq. (6) provides a useful model for the sound field that can be used as a basis for both
localization of sound sources and estimation of source strengths.

2.2. Conventional beamforming

Because all quantitative information about the sources is contained in the cross spectral matrix of source signals S, the
problem of estimating the source strengths is equivalent to the estimation of that matrix. For M < N, the sound field model
in Eq. (6) can be transformed to give

S=A"(G - n?DA"", (7)

where * indicates the Moore-Penrose pseudoinverse [30]. In order to estimate S using this equation, the transfer matrix A
must be known. Therefore, the source locations must be found in order to get the transfer vectors contained in that matrix.
As it is difficult to get a fully correct estimate for these vectors, the direct application of Eq. (7) for source estimation cannot
be expected to yield good results in practice. Moreover, the model is not applicable if there are more sources than
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microphones. If only one single source is considered, Eq. (7) simplifies to give

_a)t Lo Ak
a(xs)"a(x;) axo)Max,)’

(8)

This equation is equivalent to a spatial filter commonly known as the conventional delay-and-sum beamformer. For an
arbitrary position X;, the output of such a filter is the sum of the microphone signals weighted by the elements of the
steering vector h with hx)ax:) = 1:

Pr(X) = h(xp)"p. 9)
The auto power spectrum B of the filter output is
B(X:) = E{pr(X:)P}(Xo)} = h* (X)Gh(x,). (10)

This spatial filter lets pass the signal from a source at X; unattenuated. A simple model for the unwanted sound is to
assume that this is impinging from any other location at the same time with same power. These spatially white signals [31]
are attenuated as much as possible, if

_ a(x;)
ax)Max,)

(11)

is chosen. This choice for the steering vector is equivalent to the formulation in Eq. (8). In the sound field model (3) a point
source in a free sound field was considered. Thus, the elements of h are given by

B ek, (12)

N
Tofi > j-173
J

Since the available measurement sample is always of finite length, the true cross spectral matrix of microphone signals
G must be replaced by an estimate G of that matrix. With this estimate, the peaks of the function

B(x¢) = h(Xt)Héh(Xt) (13)

can be used to approximate the location and power of sound sources. As can be seen by comparison with Eq. (8), the
influence of the noise that occurs in G can be eliminated by removing the main diagonal from that matrix. However, such
diagonal removal will have some unpredictable influence on the absolute value of B.

In the presence of one single source, the beamformer output power B is at maximum if x; = x;. Moreover, B is a good
estimation of the source power S=qq* in this case. If more than one source is present, the quality of the estimation
depends on the beamformer characteristics and therefore on the source locations, the frequency and the number and
layout of the microphones in the array. Especially for frequencies with wavelengths not small compared to the array
aperture or for sources close to each other, the estimate of source location and power may be wrong. This limits the
usefulness of the conventional beamformer for the estimation of source strengths.

A possible solution arises when the beamformer is interpreted as an imaging system that maps a source distribution
S(Xs) to an image B(x;) via a point spread function P(Xs, X;):

B(X:) =) P(Xs,X,)S(X;) for each x,. (14)

Under the assumption of incoherent sources the unknown source distribution can be calculated from the known
beamformer result and from the point spread function via the DAMAS [8] deconvolution method, where the system of
equations (14) is solved with a special iterative technique. The contribution from source domains may be quantitatively
characterized by spatial integration of a region of the source distribution. This is a robust approach that is known to yield
reliable results in many practical situations where the assumption of incoherent sources is justified. It is, however, very
expensive in terms of calculation time.

2.3. Eigenvalue decomposition and orthogonal beamforming

Cross spectral matrices are Hermitian and positive semidefinite. Thus, the eigenvalue decomposition of the cross
spectral matrix of microphone signals is

G=VAV", (15)

where A is a diagonal matrix with the positive real-valued eigenvalues of G and the matrix V holds the respective
eigenvectors.

Following Su and Morf [26], it shall be assumed here that the N — M smallest eigenvalues are all equal to n? and the
eigenvalue decomposition can be split into two parts:

As O
s }v“+n2wH=vsAsv§'+n2l, (16)

c=v[0 0
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where

A= (17)

0 nl |

As+n2l 0 }

The first of these parts corresponds to the source signals while the second one corresponds to the noise. Accordingly, the
eigenvectors in Vs span the signal subspace of V and the remaining eigenvectors span the noise subspace. In a practical
experiment, the eigenvalues connected with the noise subspace may be not equal, but as long as they are much smaller
than the signal subspace eigenvalues, this will have only minor influence on the signal subspace eigenvalues and
eigenvectors.

The comparison of Egs. (6) and (16) leads to the eigenvalue decomposition

ASA" = VAV, (18)
This equation is multiplied by A" on the left and by A"" on the right to yield
AYAS = AMVAVEART (19)

Note that both A and Vs are N-by-M matrices. The matrix V is unitary and therefore VS =V{'. Making use of the relation
(Afvg)! _\ISHAH Eq. (19) can be also written as

(A"A)S = (A"V5)As(A"Vs) . (20)

It becomes clear that Ag and (A"A)S are similar matrices and share their eigenvalues. Thus, the eigenvalues of the
matrix (A7A)S are the same as the M largest eigenvalues Ag; of the microphone signal cross spectral matrix. Furthermore,
the eigenvalues can be used to approximate the source strengths. This approximation shall now be discussed in more
detail.

If the Hermitian matrix H = A"A is introduced, the left-hand side of Eq. (20) can be written as C = HS. The entries of H
are

N Jk(le T1i)
Hl-jza,-Haj:ro,-ro Z - R (21)
—1 1T
where a; and a;, given by Eq. (3), are the vectors of transfer functions that correspond to source i and to source j,
respectively.

For off-diagonal entries the distances rj; and r;; are generally different and the summation is over complex numbers with
similar magnitude, but different phase. Thus, the absolute value of the off-diagonal entries of H tends to be smaller than
that of the real-valued main diagonal entries where always e~ =1, While from (21) only the mild condition
|H;j| < max(Hj, H) is strictly true, for sufficiently different a; and a; the absolute values of the off-diagonal entries are much
smaller than the diagonal entries of the same row or column.

If all sources are assumed to be uncorrelated, S is a diagonal matrix and its eigenvalues are the diagonal entries and
correspond to the source powers S; = g;q;. The elements of C are

Gy = HyiSi. (22)

Further, from the equality of the traces of C and A it follows that the sum of eigenvalues is equal to the weighted sum of
source strengths

M M
> HiSi= > Asi. (23)
i3 i3

This equation suggests the following approximation for the individual source powers:

. ASn
i ~ H_” (24)

The relative error of this approximation may be defined as

ASn
‘S” Hii
Sii
The Gershgorin circle theorem [32] and its corollaries [33] may be used to establish mathematical bounds for this error.
These bounds can be given either in terms of absolute column sums or of absolute row sums of the off-diagonal matrix
entries of C:

e = (25)

1M 1
e < *Zlcjil = fZIHjiL (26)
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ers L3 IGI= S Ty (27)
TG HisS:
j#i j#i

From (26) it becomes clear that the error depends on the absolute values of the off-diagonal entries of H compared to the
diagonal entry in the same column. As discussed above, this depends on the vectors of transfer functions for the individual
sources and thus on the wave number k, the number of microphones N and the range of possible r; — rj;, which is governed
by the spacing of the sources i and j. The error bound tends to become smaller with increasing wave number, number of
microphones and source spacing.

An additional conclusion may be drawn from (27). If the power of source i is larger than that of source j, then S;;/S;; <1
and the error for source i will decrease. This suggests that a larger spacing of the eigenvalues results in a better quality of
the approximation. Using some examples, the error bounds given can be found to be rather broad. However, in a practical
situation the actual errors of the approximation may be much smaller. The results of the Monte Carlo simulation given in
Section 4.1 indeed indicate considerably small errors, mostly less than 1dB.

The use of Eq. (24) to approximate the source strengths from the eigenvalues requires H;; and thus the knowledge of the
source position is necessary. However, it is possible to use the approximation without knowing the source position. If the
reference location Xg is in the array center, then from Eq. (22) it can be seen that

LT
H; = Zﬁ ~N. (28)
I1=1"1l
This approximation is also often implicitly used in the literature on acoustical beamforming (e.g. [34]) to replace a(x;)"a(x,)
in (11) by N. Egs. (24) and (28) can be used together to estimate the source strength without beamforming. In this case, the
computational effort is limited to an eigendecomposition of the cross spectral matrix G.

However, for the application in acoustic testing the location of the sources is also of interest. From the full beamforming
result these locations are not always obvious because not all peaks in the beamforming map from (13) correspond to
sources. Moreover, it is not easily possible to assign the peaks to the respective source strengths from (24). The following
approach using a modified beamformer allows to map the eigenvalues to specific locations. From each eigenvalue Ag; and
the appropriate eigenvector v; a component G; =V;Ag;Vi! of the decomposed cross spectral matrix can be calculated.
The modified beamformer uses these components to construct one beamforming map for each eigenvalue:

Bi(x¢) = h(x0)"G;h(x). (29)

This map is the output of the spatial beamforming filter for only one single source. Thus, the highest peak in this map is an
estimate of the source location x;. As for the full beamformer, the main diagonal of G; may be removed to eliminate the
influence of noise in the beamforming map. In contrast to the full beamformer (13), the calculation of the map for one
component can be done very efficiently using single summation:

N
Bi(X¢) = As;jj Z(|hj(xt)*vij|2 — X vi1?). (30)
j=1

On the basis of this results, a new method is proposed for the combined estimation of location and strength of sound
sources. As the orthogonality of the eigenvectors is essential to the method, it is suggested here to identify it as orthogonal
beamforming (OB). The computational procedure for this method starts with the estimated cross spectral matrix. Then, the
calculation of eigenvalues and eigenvectors and the estimation of M different beamforming maps using (29) follows.
The number of sources M may be either guessed or it may be assessed using statistical criteria that may be calculated on
the basis of the estimated eigenvalues. One example of such a method was given by Wax and Kailath [35].

Finally, each of the M largest eigenvalues is assigned to the location of the highest peak in the respective map. Thus,
both location and strength of the apparent sources are estimated and can be used to plot a map. This map will have no
more than M entries that are different from zero. Often the contribution from a certain source region or sector of the map is
of interest. This contribution can be calculated by taking the sum of all eigenvalues that have their corresponding peaks in
the beamforming map within this region. This procedure is equivalent to the integration over that region in the map.

3. Experimental applications

Two different experimental setups were chosen to analyze the properties of the proposed method. The first experiment
includes a laboratory setup of four small loudspeakers for validation purposes, while the second is aiming at the more
practical task of airfoil trailing edge noise measurement.

The four loudspeaker experiment is designed with the intention that conventional beamforming would provide no good
separation between the sound sources nor reliable quantitative information about the sources in this case. Within a quiet,
but not anechoic laboratory environment, the nominally identical loudspeakers were placed at the corners of a square with
an edge length of 10 cm. An array of 56 microphones was installed in a distance of 78 cm from the plane of the loudspeaker
arrangement. The microphones were flush-mounted into a square aluminum plate of 1.5m x 1.5m. The microphone
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mounting holes were milled using a computer numeric controlled milling machine assuring an accuracy of at least 0.1 mm.
Fig. 1 shows both the microphone layout and the loudspeakers A, B, C and D.

The loudspeakers were driven with white noise signals. The amplitude of each of these signals was initially adjusted to
result in an A-weighted sound pressure level of 90dB in the array center if only one loudspeaker was operated. Following
this calibration procedure, measurements were performed for four different test configurations.

In the first configuration, each of the four loudspeakers produced approximately the same sound pressure level in the
array center. To this end, all four loudspeakers were driven with uncorrelated white noise signals at the calibrated
amplitudes. In the second configuration, noise signals with different amplitudes were used. The level at loudspeaker A was
left unaltered, while the driving signal levels at loudspeakers B, C and D were set to —3, —6 and —9dB, respectively. In the
third configuration, the level differences were doubled to —6, —12 and —18 dB. Finally, only loudspeaker A was driven at
the same amplitude that was used in all other configurations and the other loudspeakers were switched off. Table 1
summarizes the parameters for the test configurations.

The output signals of the microphones were sampled and digitized using 24-bit data acquisition hardware and a
sampling rate of 51.2 kHz. For every channel, an FFT with prior von Hann weighting was applied to 1000 consecutive, 50
percent overlapping blocks of 4096 samples each. Then, all 562 cross spectra were calculated and averaged over the 1000
blocks to produce the cross spectral matrix. The conventional beamformer (CB), the proposed OB method as well as DAMAS
were applied using this cross spectral matrix for a frequency range of 562.5Hz up to 22437.5 Hz. This range covers all
spectral lines within the third octave bands from 630Hz to 20 kHz. The map grid used for all methods is 40 cm x 40 cm
with 1cm spacing and an overall number of grid points of 1681.

The airfoil trailing edge noise experiment was set up in the aeroacoustic wind tunnel [36] at Brandenburg University of
Technology in Cottbus. This wind tunnel was used in a configuration with an open jet of 20 cm diameter at a wind speed of
52m/s (M =0.15). An SD 7003 airfoil with a chord length of 235 mm and a blunt trailing edge of 0.5 mm thickness was
placed at 0" angle of attack in the jet as shown in Fig. 2. To trip the boundary layer, 0.15 mm tape was used at 10.6 percent

X X
X X
X
X X X
x X
X><X><
X X X x X
% OB
X X
X
X X %
X X % X
X
X
X
XX X
X
% X X
X
% X
X X
50 cm

Fig. 1. Schematic representation of the test set-up: A, B, C, and D denote the positions of the loudspeakers at the vertexes of a 10cm x 10cm square,
the x symbols denote positions of the array microphones in a plane 78 cm distant from the loudspeakers.

Table 1
Test configurations: level difference AL and signal levels L of all loudspeakers relative to loudspeaker A.

Configuration AL (dB) Ls (dB) Lg (dB) Lc (dB) Lp (dB)
1 0 0 0 0 0
2 3 0 -3 -6 -9
3 6 0 -6 -12 —18
4 - 0 - - -
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chord length at both sides of the airfoil. The same 56-microphone array as for the first experiment was used with the array
plane in a distance of 0.68 m parallel to the trailing edge and to the axis of the wind tunnel nozzle. The signal processing
was similar to the four loudspeaker experiment. The map grid covers 60 cm x 60 cm with 2 cm spacing and has an overall
number of grid points of 961. A sector of 10cm x 16 cm at the trailing edge defines the source region.

4. Results and discussion
4.1. Quality of approximation

The proposed orthogonal beamforming (OB) method uses the approximation (24) for the source strength. The quality of
this approximation is given by the error defined in Eq. (25). If the source positions and source strengths are known, this
error can be calculated for any specific setup from the matrix of transfer functions A and the source cross spectral matrix S.

In case of the four loudspeaker setup, four sources must be considered. The mean approximation error for the amplitude
of these sources is plotted in Fig. 3 for the different configurations from Table 1. The error depends on frequency and is in
the order of 1dB for frequencies above 1.25 kHz. Moreover, the error depends on the level difference between the sources.
It becomes smaller for higher level differences. This is in agreement with the trend of the theoretical estimation (27) of the
error bound also shown in Fig. 3. However, the actual error is much smaller than the predicted error bound.

y, m mixing region

core jet

wind tunnel

nozzle

02T
0.1 T

0+
-0.1 T
-02 T

TE sector

SD 7003 airfoil

-0.503  -0.268 0

Fig. 2. Experimental setup in the aeroacoustic wind tunnel.

T T
35 L 0dB
3 dB
30 I~ 6 dB I
25 N
% 2.0 N
1.5 N
1.0
0.5 -
I I g N
630 1k 1.6k2.5k 4k 6.3k 10k 16k
Hz

Fig. 3. Estimated mean approximation error (solid line) and theoretical error bound (dashed line) for level differences of 0, 3 and 6dB between the
loudspeakers in the four loudspeaker setup.
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Fig. 4. Result of the Monte Carlo simulation: score of the 90%-percentile of the error for level differences of 0, 3 and 6 dB between the sources, solid line:
mean of four sources, dashed line: source with highest amplitude.
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In practice neither the source positions or the source strengths will be known prior to a measurement. Thus, only a
statistical approach offers some insight into the possible errors of the approximation before a measurement. On the basis
of the parameters of the four loudspeaker setup, a Monte Carlo simulation was used to calculate the errors for 10 000
different setups of four sources. The sources were placed at random positions on a 50cm x 50 cm plane 78 cm in front of
the microphone array, but had a minimum distance of 10 cm between each other. Fig. 4 shows the 90%-percentile of the
mean error for the four sources. Again, the error becomes smaller for higher frequencies and for larger level differences of
the sources. The error of the source with the highest amplitude is smaller than the mean error. The results of the Monte
Carlo simulation indicate that the method will have a small approximation error in the order of 1 dB for frequencies above
2 kHz.

4.2. Four loudspeakers

The results from the proposed OB method shall be compared here with those from the conventional beamformer (CB)
and from the DAMAS approach. CB is a standard technique, but offers limited capabilities for source strength estimation.
DAMAS is considered here as a robust method that yields reliable results and can serve as a benchmark.

Fig. 5 shows beamforming maps for the four-loudspeaker experiment with equal signal levels (configuration 1 in Table 1).
The CB results are calculated using a cross spectral matrix with the diagonal removed. Any negative results in the map that
appear as a consequence from the diagonal removal are set to zero. While usually less iterations will suffice, DAMAS is
performed with 5000 iterations to provide a solution that has definitely converged. Four sources are expected to be found
in the measurement result. Thus, OB calculations need to consider the four largest eigenvalues. However, in practical
measurements with an unknown number of sources, this information is not available and the number of sources must be
assessed. In view of this consideration two different OB calculations were done, using the 20 largest eigenvalues and the six
largest eigenvalues.

The beamforming maps are shown for two different frequencies that were chosen to render the CB result for the test
configuration ambiguous. At 2 kHz, the CB suffers from low resolution with a main lobe width of 7 cm and the loudspeaker
sources cannot be separated in the map. At 15 kHz, the sources are not clearly distinguishable from the high side lobes that
are present in the CB map. The DAMAS results show the sound sources at their respective positions, but for 2 kHz a fifth,
spurious source is present in the map for unknown reasons. As expected, all four source levels appear to be similar in the
DAMAS results. The OB result shows four sources for both frequencies, but the source positions are imprecise for 2 kHz and
the source levels are not exactly the same.

For the second test configuration (Fig. 6), the quality of the results is similar. The CB maps do not allow a proper
identification of source positions or of the different source levels. The DAMAS results show the position as well as the
different source levels, but also a spurious source at both 2 and 15 kHz. For 2 kHz, source positions are inaccurate with OB.
However, the OB result maps indicate different levels of the four sources as desired. The third configuration (Fig. 7) has a
nominal level difference between loudspeakers A and D as high as 18 dB. In this case, DAMAS unexpectedly fails to detect
the minor source (loudspeaker D) for both 2 and 15 kHz. The OB result, however, shows four sources at both frequencies
and also a greater level difference compared to the second test configuration. It appears that a scenario with sources of
various strengths poses a problem for the DAMAS approach while according to the results from Section 4.1 it is favorable
when OB is applied.

The beamforming maps allow the estimation of result quality at single frequencies only. To demonstrate the
performance of the proposed method for a larger frequency range, the source spectra from OB are benchmarked here
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Fig. 6. Maps of sound pressure level as in Fig

. 5, but for configuration 2 from Table 1.

against the spectra from DAMAS. CB results for spectra are omitted. For DAMAS, such spectra were recovered by
integration over four sectors of 10 cm x 10 cm that are defined in the map grid around the position of the loudspeakers. For
the OB method, the same sectors are used as the source region to decide whether an eigenvalue contributes to a specific
source. If the maximum of the map that corresponds to an eigenvalue was located inside one sector that eigenvalue was
considered to contribute to the respective source.

For the first test configuration in Figs. 8(a) and (b), both methods show comparably good results in the frequency range
above 2kHz. At lower frequencies, OB estimates the apparent location of the sources to be outside the sectors.
Consequently, no eigenvalue is found to contribute to the source. Thus, the source strength for the respective source is
zero. A similar behavior can also be observed at a few higher frequency lines.
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Fig. 7. Maps of sound pressure level as in Fig. 5, but for configuration 3 from Table 1.

The second test configuration result in Figs. 8(c) and (d) is different: The estimates of the spectrum of the source with
highest level is practically the same for DAMAS and OB over the whole frequency range. For the other sources this holds
only above 2 kHz. For lower frequencies, OB fails to produce a result at all and the DAMAS estimate of the spectra is
incomplete. The results for the third test configuration in Figs. 8(e) and (f) are similar with the exception of the two
weakest sources, where DAMAS underestimates the source level.

A quantitative comparison of OB and DAMAS for the four loudspeaker experiment is possible by comparing the
respective results with the benchmark configuration 4. In this configuration only loudspeaker A was present as a single
source. In Table 2, the sound pressure levels relative to the benchmark are given for all loudspeakers and configurations as
the sum of the third-octave band levels from 2 to 20 kHz. For both algorithms, the deviation from the desired results is in
most cases less than 1 dB. The difference between the individual OB and DAMAS results is always less than 1 dB. Again, this
is true with the exception of DAMAS and the loudspeaker D in the third test case.

The maps, the spectra and the comparison of the measured levels allow to assess the quality of the OB results. In the
case of the four loudspeaker laboratory setup these results have generally a quality similar to those from DAMAS. One
exception is the low frequency range where the precision of both the location and the level of the sources is less precise.
Here, DAMAS has the advantage of a more accurate source localization. One advantage of the proposed OB algorithm is the
more robust behavior with weak sources.

A final test using the results from the four loudspeaker setup concerns the influence of additional noise that may be
present in a measurement. To simulate additional noise, white noise signals were added to every microphone signal from
the measurement on the third test configuration. The white noise signals had an RMS amplitude of 3 dB below the RMS
amplitude of the original microphone signal. Thus, considerable additional noise was present in the resulting signals with a
signal-to-noise ratio of 3 dB. The results of OB and DAMAS using the noisy signals are shown in Fig. 9. Differences are
notable in the OB results only for the weaker sources in the high frequency range. Even though the weakest of the four
sources has an amplitude well below that of the noise, the influence of the noise on the result remains small. For DAMAS,
the result is practically unaltered. However, the weakest source is not detected at all for some frequency bands.

4.3. Airfoil trailing edge noise

Acoustic testing of configurations in a wind tunnel is a frequent application of microphone arrays. Thus, the proposed
method is examined here regarding its performance for a typical wind tunnel experiment. The trailing edge noise
measurements for the SD 7003 airfoil experiment detailed in Section 3 and Fig. 2 were analyzed. In these measurements
the array is located outside the flow and the sound must travel from a potential source at the trailing edge through the flow
inside the jet, through the shear layer and then through a large region without flow before it reaches the array
microphones. In such a setup, the sound is convected by the flow and refracted by the shear layer of the jet. A number of
methods for the correction of the shear layer is available (e.g. [3,29,37]). However, for the results reported here no shear
layer correction has been applied, because the conical and deflected shape of the shear layer does not agree very well with
available correction models. In prior tests the impact of shear layer corrections on the source localization was found to be
relatively small for the described wind tunnel and the wind speed used.



1564 E. Sarradj / Journal of Sound and Vibration 329 (2010) 1553-1569

(a) (b)

60 /M

50 /_/ AN
"N

o
L 1
40 C

80
70
60
@50 -
40
30

20_ ’
10 |

[ — DAMAS 20 — DAMAS — OB]

_10 | I I I I I 10 | I I I I I I

630 1k 1.6k2.5k 4k 6.3k 10k 16k 630 1k 1.6k2.5k 4k 6.3k 10k 16k
Hz Hz

() (d)

60
50 -
40

20
10

-10

(e)

60 -
50
40
@ 30 -
20
10 |

-10

1 10
630 1k 1.6k2.5k 4k 6.3k 10k 16k 630 1k 1.6k2.5k 4k 6.3k 10k 16k

Hz Hz

Fig. 8. Sound pressure level in the array center, narrow band spectra (a,c,e) and third octave spectra (b,d,f), orthogonal beamforming (OB) compared to
DAMAS deconvolution, the spectra for the sources B, C and D are shifted for clarity of presentation by —10, —20 and —30dB, respectively, (a) and (b):
configuration 1, AL=0dB, (c) and (d): configuration 2, AL =3dB, (e) and (f): configuration 3, AL=6dB.

As the number of sources is not known prior to the experiment, the number of eigenvalues to include in the OB
processing must be guessed. It was obvious from the four loudspeaker experiment that it is not harmful to include more
eigenvalues than needed. Thus, again the 20 highest eigenvalues were used. From results not reported here it was also
found that the inclusion of the full set of eigenvalues did not alter the results considerably and led only to higher
computational effort. A second OB calculation was done with the six highest eigenvalues only. This number deliberately
underestimates the number of sources and should lead to different results. Again, the OB results are compared with CB
using diagonal removal and DAMAS with 5000 iterations is used as a benchmark.
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Table 2
Test configurations: loudspeaker driving signal levels and measured sound pressure levels of all loudspeakers relative to benchmark (configuration 4) for
the frequency range 2-20kHz.

Configuration Ly (dB) Lg (dB) Lc (dB) Lp (dB)
1, signal level 0.0 0.0 0.0 0.0
1, DAMAS 0.2 -0.4 -0.2 -0.8
1, OB 0.2 -1.0 -1.0 -1.1
2, signal level 0.0 -3.0 -6.0 -9.0
2, DAMAS 0.5 -32 -6.5 -11.0
2, 0B -03 —-4.1 -7.0 —-10.7
3, signal level 0.0 -6.0 -12.0 —18.0
3, DAMAS 0.5 —6.5 -14.0 —236
3, 0B -0.5 -71 -12.9 -19.0
4, signal level 0.0 - - -
4, DAMAS 0.0 - - -
4, OB 0.0 - - -
(a) (b)
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Fig. 9. Sound pressure level in the array center for configuration 3, original results compared to results when additional noise is present in the
microphone signals, the spectra for the sources B, C and D are shifted for clarity of presentation by —10, —20 and —30dB, respectively, (a): orthogonal
beamforming (OB), (b): DAMAS deconvolution.

Fig. 10 shows the maps of sound pressure contribution for the five octave bands from 1 to 16 kHz. The CB results show
the location of the trailing edge noise source, but suffer from low resolution at low frequencies and show deterioration by
noise at higher frequencies. DAMAS performs quite robust, resolving the sound source location in all frequency bands. In
the two lower octave bands the interaction of the shear layer with the trailing edge produces two sources that appear to
have a level higher than that of the trailing edge noise produced by the flow in the core jet. For 4 kHz and above the center
trailing edge is the main sound source. Two sources appear at the leading edge of the airfoil for 2 kHz and above. The noise
originating from the wind tunnel nozzle is present in the DAMAS maps for 8 and 16 kHz. At these higher frequencies the
deconvolution suffers from the deviation between theoretical and true point spread functions of the array. Consequently,
the DAMAS map is somewhat degraded especially for the 16 kHz octave band.

The OB results for both 6 and 20 eigenvalues indicate that the source position is at the trailing edge for all octave bands.
In contrast to the DAMAS results, the different sound sources at the trailing edge cannot be distinguished at low
frequencies. This is probably due to the less precise estimate of source locations at low frequencies that could also be noted
in the four loudspeaker results. The leading edge sources at higher frequencies can also be identified from both OB results.
However, the noise from the wind tunnel nozzle appears only in the OB results that use 20 eigenvalues. It can also be noted
that in the high frequency range the OB maps are generally less polluted with spurious sources than the DAMAS results.

From the maps the result quality can be estimated mainly in terms of the source localization. To allow a quantitative
comparison, all results were integrated over the sector of the assumed location of the trailing edge noise source. While for
DAMAS and OB this integration is straightforward, for CB the result was corrected for the main lobe with of the
beamformer using the appropriate point spread function [1].

Fig. 11 shows the spectra that results from this integration. Because the focus of the proposed method is on quantitative
estimation rather than on localization, the DAMAS benchmark is calculated from beamforming with diagonal removal as
well as with the full cross spectral matrix. While the diagonal removal provides the best localization, source levels may be
underestimated [12]. The result with full cross spectral matrix does not underestimate the source levels, but may contain
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Fig. 10. Maps of sound pressure level in dB in the distance of 0.68 m from the trailing edge of an SD7003 airfoil, dimensions are in m, results from
conventional beamforming (CB), the deconvolution approach for the mapping of acoustic sources (DAMAS) using 5000 iterations and orthogonal

beamforming (OB)

using the 6 and the 20 largest eigenvalues, dotted lines mark the airfoil and the trailing edge noise sector shown in Fig. 2.
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Fig. 11. Third octave sound pressure level of trailing edge noise of an SD 7003 airfoil with a chord length of 235 mm in a distance of 0.68 m perpendicular
to chord and trailing edge, at U,, =52 m/s, comparison of single microphone results, conventional beamforming (CB), orthogonal beamforming (OB),
DAMAS deconvolution with full cross spectral matrix and with prior diagonal removal (DR) and theoretical prediction.

Table 3
Computational effort for different algorithms: number of real-valued floating point multiplications (flop count) for one frequency, timing for 1.8 GHz
personal computer (N =56, L =1681) with calculation of steering vectors included and calculation of point spread functions for DAMAS excluded.

Algorithm CB DAMAS OB
Parameters K=100 M=6 M=20
Flop count 4(N2+N)L 4(N2+N)L+KI? (8N+1)ML

2.1 x 107 3.0 x 108 45 x 108 1.5 x 107
Time (s) 0.09 1.61 0.06 0.09

contributions from additional noise. Assuming that the deconvolution itself works properly and converges, the correct
result should therefore be bounded by the two DAMAS results. This is the case for the OB result in the high frequency range
above 2 kHz. Moreover, even down to 1 kHz, where OB provides no accurate source localization, the deviation between the
DAMAS and the OB results is less than 2 dB. The CB result that is also show in Fig. 11 agrees with OB and DAMAS in the
medium frequency range, but gives considerably higher levels for both low and high frequencies.

Brooks et al. [38] derived a method for the prediction of airfoil trailing edge noise. In this method, the trailing edge noise
is predicted from the boundary layer displacement thickness on either side of the airfoil, which in turn is predicted using
empirical formulas. In addition, the vortex shedding at the blunt trailing edge is taken into account. Both OB and DAMAS
show reasonable agreement with this prediction in the frequency range above 1 kHz. For comparison, Fig. 11 includes also
the result from the single array microphone that is situated closest to the trailing edge. This approach uses no
beamforming or similar method at all. Consequently, any additional noise and noise from other sources is included and
source levels are overestimated.

4.4. Computational requirements

Especially when a large number of measurements is to be analyzed, the calculation time is of importance. A measure for
this time is the number of floating point multiplications per frequency that have to be performed. For CB this number
depends on the number of microphones and on the number L of grid points in the beamforming map. Additionally, the
number of sources considered and the number of iterations K have an influence for OB and DAMAS, respectively.

The CB, DAMAS and OB algorithms have considerably different computational requirements. Table 3 gives an overview
of the computational effort for the three algorithms. The expressions for the number of multiplications for CB, DAMAS and
OB are based on (13), (14) and (29), respectively. In the case of OB, it is of advantage that no full cross spectral matrix need
to be used for the multiplication in (30), but only a dot product of the steering vector and the eigenvector. The estimated
number for DAMAS is multiplied by the number of iterations. For OB, it is multiplied by the number of sources that were
considered. Any complex multiplication is counted as four real-valued multiplications. Other necessary operations such as
the calculation of the steering vectors and comparison operations that are necessary to find the maximum in the
beamforming map are neglected, though they may need considerable time in a practical implementation. This is especially
true for DAMAS, where the calculation of the point spread function may be more expensive than the DAMAS iteration
process itself.
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The comparison shows that OB needs much less multiplication operations than DAMAS and, depending on the number of
sources considered, even less than CB. The computational time on an 1.8 GHz personal computer also shown in Table 3 is
much less for OB than that for DAMAS. Other fast deconvolution methods [11,15] need less computational time than DAMAS,
but require prior beamforming in any case. Consequently, these methods also need more computational time than OB.

4.5. Advantages and limitations of the proposed method

The proposed method has the major advantage to offer very fast processing compared to any other method that bases
on microphone array beamforming. This is a limited benefit if only a few number of measurements are to be processed.
However, with a larger number of measurements this becomes important and enables the prompt processing of the data
from several thousand measurements [39]. Another field of application that demands very fast processing is beamforming
using very large map grids. Such scenario may arise when the grid extends in three dimensions [40].

Another property of the method may be of advantage in certain cases. The result is recovered from the eigenvalues of
the cross spectral matrix of microphone signals. The sum of the eigenvalues equals the trace of that matrix, which is the
sum of all autospectra. Thus, the result of the method will never exceed the result that would be constructed from the
autospectra of the microphones without any beamforming. This limit for the result is especially important in environments
with strong reflections. Reflections result in correlated mirror sources and consequently the beamforming map shows both
true sources and mirror sources. The conventional integration over sectors of the map may include additional
contributions from the mirror sources and may thus overestimate the source level.

Similar to most beamforming and deconvolution methods, the source localization with OB also rests on the assumption
of uncorrelated point sources. However, in practice multiple correlated point sources or locally distributed coherent
sources may be present. In this case, the assumption that the highest peak in a beamforming map coincides with the source
locations is not necessarily true. Thus, OB may fail to detect the location of some of these sources. However, the estimation
of source strengths is solely based on the eigenvalues and needs the assumption of uncorrelated sources only for the
correct assignment to source locations.

Additional noise was already considered in the derivation of the method. Under certain circumstances, such non-
acoustic noise may be very strong, e.g. from flow boundary layer pressure fluctuations when the microphone array is
placed in the flow for measurements in closed test sections in wind tunnels. As it can be seen from the example in Fig. 9 the
influence on the OB result remains very small even if the noise exceeds the source signal considerably. A more severe
limitation arises from strong unwanted sources that are not located inside the map grid. In this case, the highest peak
found in the map for an eigenvalue that corresponds to such a source is not the location of the source. The OB algorithm
will then assume that there is a strong source inside the map, usually near the edge of the map. However, this problem can
be mitigated in practice if the map grid is somewhat enlarged and the margins of the map are not considered in the final
result.

5. Conclusion

In this paper, a new method for processing microphone array measurements has been proposed. This method makes
use of an eigenvalue decomposition of the cross spectral matrix of microphone signals with subsequent beamforming for
each component of the cross spectral matrix. The maximum in each beamforming map indicates the position of one source,
while the appropriate eigenvalue is taken as an approximation for the source strength. The quality of this approximation
depends on the frequency and on the level difference between individual sources.

Two different experimental setups, a laboratory setup of four loudspeakers and an airfoil trailing edge noise experiment
in an aeroacoustic wind tunnel, were used for the practical application of the method. The DAMAS approach was used as a
benchmark for the results. The proposed method shows comparable performance in the estimation of quantitative source
spectra over a wide range of frequencies. In particular, it works well for weak sources and also in the presence of additional
noise in the microphone signals. For low frequencies, the performance degrades because of inaccurate source localization.
The main advantage of the method is its computational efficiency. The computational requirements of the method are
similar to those for conventional beamforming, by far less than that of DAMAS and also less than that of other
deconvolution methods.
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